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Evaluating Project Decisions

Now that you have completed your project, you h@aehed the point where you need to
review and understand any lessons learned fromgxperiences. When you perform your
project evaluation, there are a few major questibasneed to be addressed:

* Which choices were correct and incorrect and whatle reasons?
* Did you correctly identify risks and assign theiolpabilities and outcomes; what
about your risk responses, did you plan them pigper

* How do the results of your quantitative analysispare with the actual data? If
they are different, why?

This is one of the most important steps in thegienianalysis procesisecause it will
improve decision-making in the future. Most organizations perform these assessmenex eith
formally or informally where they do a post- morteaview of the project.

Unfortunately, not many organizations analyze hogytselected their project plan from
among the alternatives and determined the prohiabilf the risk events. Moreover, few
organizations have mechanisms in place to stosariformation where it can be easily retrieved.
Often, the only record of this analysis is stomrethie memories of the participants. Given normal
staff turnover and the vagaries of human memoties s a high-risk strategy in itself.

Before we explain how to set up a post-project@atibn process in your organization,
let's examine a number of psychological biasededl#o project evaluations.

How could we not to foresee it?

Well before Hurricane Katrina struck New OrleansAingust, 2005, there were many
predictions of how a hurricane would wreak disagierthe city (Wilson, 2001; Fischetti, 2001;



Mooney, 2005). In 2001, the Houston Chronicle mhiad a story that predicted that if a severe
hurricane struck New Orleans, it "would strand ZBI) people or more, and probably kill one
of 10 left behind as the city drowned under 20 ééstater. Thousands of refugees could land in
Houston." (Berger, 2001).

Much of New Orleans sits below sea level and togetdhe city from the risk of flooding,
the city is defended by an extensive levee syB@rs of the levee system are quite old;
construction of the levees began soon after tlyewgts founded. There were concerns regarding
the ability of this aging system to withstand ttress that a hurricane would impose upon it.
Within two days following Hurricane Katrina’s larafin August 2005, the levees failed in
several places. Floodwater from Lake Ponchartrainndated the city and caused many deaths
and billions of dollars in damage.

In the aftermath of Hurricane Katrina, investigai®have demonstrated that the levee
failures were not caused by natural forces thaeexied the intended design strength. The
problem was with the design of the structure, idiadn to poor maintenance practices that
exacerbated the condition of the levees. It is nt@md to mention that the mechanism of
potential levee failure was known long before Heairie Katrina struck.

The question is, if there were so many warningsiapotential problems with levees and
risk of hurricanes, why weren’t more resources sted to improve the levee system? Now, after
the event, these warnings are considered not fordleabilities, but absolute certainties. As we
have already learned from many examples, peoplallyduave difficulty judging about
probabilities and outcomes, especially when evastriot yet occurred. Before hurricane
Katrina, federal, state, and municipal governmeats] other organizations and interested
parties did not believe that major levee systenravgments were a main priority. This was due
to an underestimation of the probability of ther@yeven though a number of experts have
warned about the risk. Because the cost of prair@gainst such an extreme event must be
juggled with other public priorities, only a limdeamount of work to improve the levees was
done (Hardwerk, 2005).

This phenomenon occurs not only in major calamitiess in project failures as well.
Often, as we look back at a failed project, we gastnot understand how we did not foresee a
catastrophic event when we were given so many wgsniWhat caused us to ignore these
warnings?

In reality, we are experiencing one of the most wmmn psychological phenomena that
occur during the evaluation of the results of propecision analysigfter the event, we tend
to believethat project failureswere morereadily foreseeable than wasin fact the case.

In most projects, there is a chance of failure oragor risk event that can significantly
affect the project. However, if the probabilitytbese failures or risk events is considered to be
small, the project will proceed with risk mitigatien place. Risk mitigation does not mean that
risk will be completely removed, just that the pabbity of the risk occurring and the potential
impact will be reduced. But let’s assume that aenéwccurred and caused major problems. In
the aftermath of this event, management will beithat the wrong decision was made. But this



is not necessarily true, the decision could hawnlm®rrect as long as decision analysis was
performed using the most comprehensive informadiaailable at the time.

Situations are much more difficult when an unpresiaisk event occurs. Generally, the
reason that these events are not foreseen is dhe tse of incomplete or imperfect data to
perform the analysis. However, once an event hasgroed, it is impossible to erase any
knowledge of the event and reconstruct what memtadesses occurred prior to the event.

During the decision process, a lot of irrelevambimation must be sorted through.
(Wohistetter, 1962). Do you recall the movie “Tofaya, Tora” which dramatized the events
leading up to and during the Japanese attack o IRadoor? At the start of the move, several
scenes describe the “warnings” about an impendiaglathat the military and political leaders
received and the chain of events that led themnmtierestimating or disregarding the threat. After
watching this movie, you might wonder how all oé$le people missed so many obvious signs of
an impending attack and how could so many getwremg? In reality, there was a huge number
of other irrelevant events that also occurred atitine that were not shown in the movie. Given
that we all have 20/20 hindsight, it always becowiear to us after the fact which information is
relevant and which is not. It is because of thism@menon, after a risk event occurs
management tends to believe that it should have basy to foresee the risk and make the
correct decision.

| knew it all along

Did the decision analysis process help us makeradicisions for this particular project?
How much more did we learn from the analysis thamaWweady knew? These are very common
guestions raised by the management who approvetkttisions.

“I knew It All Along”, referred to in psychology abeHindsight bias, is a very common
psychological biagvlanagement usually under estimates how much they learned from the
decision analysis process and, as a result, management tends to undervagettision analysis
process. Why bother with decision analysis if weady know the answer.

At the project initialization phase, you presendedsk management plan to your
manager. One of the risks was a major delay inditlezery of a component. Based on the
analysis, you believed it was a critical risk, andesponse, you created a mitigation plan for
this risk: purchase the component from another weendour manager was not so sure, but
agreed to include it in the project plan. Sure eglouthis risk event occurs. Fortunately for the
project, you have lined up another vendor in adearnd the project is completed as planned.
Now when you have your project review, your managaow absolutely sure that the
component delivery risk was critical before thejpob started. He goes further to question the
value of your quantitative analysis, as this wassthing that he always intuitively knew. And
next time the manager may not give you an oppdstiaido another analysis.

Often, once an event occurs, people, not just aecimakers, tend to exaggerate how
much probability they lent to the event occurriBgfore the event occurred, they might have



thought the probability was15%, but afterwards thdl/probably confess that they were 99%
sure that the event would occur.

Overestimating the Accuracy of Past Judgments

Project managers or analysts tend to overestirhatadcuracy of past judgments. This is
one type of th@®ver confidence bias.

Here is a small psychological experiment you carfigom in your organization. Ask a
project manager to recreate from memory a riskdistisk breakdown structure he or she
defined during a project initialization phase abauyear ago. Now compare it with the original
risk list. You will most likely find that in thewdist the probability for risks that actually
occurred are much higher than they were in theiogaglist.

The knowledge of outcomes affects our memory ofiptes analyses. When an analyst
knows the outcome, he or she will believe that thperly identify the event and assigned the
correct probability. The more time that has passece the original decision analysis was
conducted, the greater is effect of this bias.

Peak-End Rule

Peak-End Ruleis a heuristic in which we judge our past exper@snalmost entirely on
how they were at their peak (pleasant or unpleasatt how they ended (Kahneman, 1999).
Other information appears to be discarded, inclgidiet pleasantness or unpleasantness and how
long the experience lasted. This heuristic affpotgect reviews and evaluations: project
stakeholders may not remember all the necessajggpitetails. You may remember a product
launch (final stage of the project) and highlighthe project (CEO visit and subsequent dinner
in a good restaurant). You probably don’t rememiley, how, and by whom certain choices
were made.

“A Guide to the Project Management Body of Knowled(PMBOK) (Project
Management Institute, 2009) recommends identif{@sgons learnegat any point of the
project. In other words, it recommends that yolembland record information about all major
project decisions and events at all stages of theg. It helps to mitigate memory errors
associated with the Peak-End Rule.

Decision Evaluation Process

Actual project evaluations are usually performegas of other business processes. The
PMBOK recommends creating an “Organizational caxfoknowledge base” which should
include “historical information and lessons learkkedwledge base”. This information is
collected during project execution. The Closingj@bprocess includes the Updates of
Organizational Process Assets procedure wheredktst information and lessons learned
information are transferred to thessons lear ned knowledge base for use by future projects”. In
practical terms, this means that the results geptevaluations should be saved in an
organization’s knowledge base, so it can be reta@nvhen planning future projects.




In software development processes, such as Ratibmfiéd Process (RUP) (Kruchten,
2000), evaluations help to determine whether ttebshed goal was achieved. Such
evaluations include people, processes, and todlsam be performed after each project
iteration.

Here is what is required to assess project decisiaking:

1. Assess input information which was created at tiogept planning stage:
* Project schedules;
* Risk management plans including risk breakdownrcstines with assigned
probabilities of certain events;
» Strategy tables with list of alternatives; and,
* Results of quantitative analysis.

2. Compare input information with actual data:
* Was the selected alternative correct;
* Which events occurred, which did not; and,
* Were duration and cost estimates accurate?

3. Briefly document the conclusions and store it togporate knowledge base

Corporate Knowledge Base

We discussed the importance of an organizationavledge base where historical
information about decisions, as well as lessonsézhwould reside. But how would this
knowledge base work in reality?

In one engineering company, we met with a veryeasteng person. He was about 75
years old and had worked his entire life in the sarganization. He probably had been
working there for 50 years. He had served in maffgr@nt positions: fresh out of university he
initially had a position as a junior engineer andeatually became head of his department. For
the last 20 years, he has worked as a full-timerimdl consultant to the various divisions in the
company. Primarily, he was valued as the corpofkit®wledge base”. Although his was not
able to generate new engineering ideas, his longrteemory was excellent. He analyzed each
project to see if there were any historical preggddéhat could be applicable to their new
projects. He looked to see if somebody had beeu fatth similar issues and what were the
results of their decisions. By doing this, he wiake a0 make some fairly accurate judgments
about the actual probability of certain events.

While our human knowledge base seemed to be wofkiedor this organization,
human expertise always has some limitations. Biratl, it is hard to find a person or a group of
people who remember and understand all relevamtque projects. Secondly, everybody has
cognitive and motivational biases, which can affeatjudgment about previous decisions.



There are a number of computerized tools, whichhedp to establish a company’s
knowledge base. Some of them are specifically desidor organizational knowledge bases and
many portfolio management software products haweigh@nt management functionalities.

Not all companies have corporate portfolio managerseftware and not all companies
would store documents related to decision anatiie. Here is a simple and effective way to
establish corporate knowledge base: save all yocurdents on a corporate Intranet in such way
that can be searched using search tools like Godhkse tools can be used effectively in
internal sites where you can search your interrdliges. Just make sure you use proper
keywords for your documents so that the searchdawlreturn the most relevant documents.

Summary

» Evaluation of project decisions is a very importstep in the process as it will
improve future decision-making.

» After an event, management will believe that projatures were more readily
foreseeable than they were in reality.

» After a project is completed, management will temdnderestimate the value of
decision analysis.

* Project managers or analysts who performed thesidecanalysis tend to
overestimate the accuracy of past judgments.

» Evaluation of project decisions can be integrated established business
processes.

» The simplest way to establish a corporate knowldxge is to save documents
related to completed projects on a searchable catgpintranet.
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